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Combination of RFM’s (Recency Frequency
Monetary) Method and Agglomerative Ward’s
Method for Donors Segmentation
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Abstract— Customer segmentation is a technique to
improve the company's relationship with its customers. The
RFM method is often used when segmenting customers. The
RFM (Recency Frequency and Monetary) method is used to
determine the character of each customer based on the
transaction data made. Each variable is then given a weight to
determine the final score. Final scores are used to divide
customers into several segments. This research will replace
the scoring procedure with RFM-based cluster analysis.
Ward's Method is a Hierarchical Agglomerative Clustering
technique that has high memory and time complexity. The
cluster technique has the advantage of maximizing the
homogeneity of group members and minimizing variance
within the group. Customers will be segmented using this
clustering algorithm and RFM. The data used is 10070 data
and is divided into 2 datasets. Data is partitioned to reduce
memory usage and outlier handling. Outlier data has 991 data
and normally distributed data has 9079 data. With a
maximum evaluation result of 0.936 in the distribution of 2
clusters for outlier data and a maximum evaluation result of
0.345 in the distribution of 3 clusters for normal distribution
data. It follows that outlier data has significant heterogeneity
between groups, while data with a normal distribution has low
heterogeneity.

Keywords— RFM, Ward’s Method, Digital Marketing,
Hierarchical Agglomerative Clustering

1. INTRODUCTION

Since the creation of both fields, numerous
organizations have utilized digital marketing (DM) and data
science (DS) to enhance their profits. Many organizations
use artificial intelligence for business analysis to uncover
opportunities, minimize risks, and aid in decision making
[1]. The integration of data science with customer
relationship management (CRM) provides an understanding
of customer characteristics, enabling organizations to
determine the most effective approach [2].

Customer segmentation is a critical step in the process
of identifying customers [3]. Its segmentation aims to help
the industry approach consumers in the most efficient
manner, based on their characteristics and attributes [4].
Moreover, Zakat institutions categorize their donors
through segmentation, dividing them into various groups.
This group was formed based on the dependability of donor
behavior [5].

One often used segmentation is the Recency Frequency
Monetary (RFM) analysis method. The RFM model focuses
on consumer habits and the relationship between Frequency
and Monetary. The RFM analysis process is divided into
three stages: preparing the dataset for RFM format,
segmenting the data using clustering, and analyzing the
clustering results [6]. Clustering has three major goals: (1)
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to get a usable knowledge of the data, (2) to determine the
degree of similarity, and (3) to organize and analyze the data
from clustering analysis. [7].

Because there are many variables and a volume of data,
clustering will be harder to select the group. This condition
will raise the computation cost and impact the algorithm's
consistency with the data [8]. This paper uses HAC
(Hierarchical Agglomerative Clustering) to perform
clustering. Hierarchical clustering could handle a variety of
data, but development must be efficient because the
technique for computing is critical in particular areas [9].
The time complexity of hierarchical clustering is
comparable to O(N®), and the space complexity is
comparable to O(N?). The value of N is the number of
records. Ward's method is one of the agglomerative
algorithms. The algorithm has high accuracy but is very
sensitive to outliers. Many simulations have been carried
out on several datasets and Ward's method has significant
performance over the others [10].

According to research conducted by Yash Parikh and
Eman  Abdelfattah, an agglomerative clustering
combination has a longer execution time than K-means and
DBSCAN [11]. According to research by Sabir Hossain
Shihab, Shyla Afroge, and Sadia Zaman Mishu, combines
RFM analysis methods between k-means, HAC, and
advanced k-means. Based on this research, the speed of
HAC is slower than the others but has the advantage that
there is no need to declare the number of clusters that must
be created [12].

IT. THEORETICAL BACKGROUND

A. RFM

RFM is a three-variable calculation model based on
customer transactions. “Recency" is when the customer last
made a transaction. “Frequency" is how often the customer
establishes a transaction. "Monetary" refers to the amount
customers spend on products and services [13].

1) Recency, the following equation is used to calculate
the recency value:

R = Dl — Dt; (1)

Where "DI" is the reference transaction calculation
date, and "D¢" is the latest transaction date for each
customer.

2) Frequency, the following equation is used to
calculate the frequency value:

F=) N (1)



Where "Nt" is the total number of customer transactions
for each consumer.

1) Monetary, the following equation is used to
calculate the monetary value:

M = zn: At; 2
i=0

Where "At" is the total amount each customer spends
throughout the transaction for each consumer.

B. Hierarchical Agglomerative Clustering

HAC is called “Bottom Up” because the system scales
from a small to a big cluster. The HAC work system
organizes all samples into clusters, which are then
examined for similarities and joined to generate larger
clusters. The fundamental idea of a hierarchical cluster:

e Search for similarities with the nearest neighbor
and cluster systems.

e  Using distance calculations.

e A dendrogram is a hierarchical structure in the
shape of a tree (such as a decision tree).

C. Ward’s Method

Fig. 1. Ward’s Method

They are designed to maximize homogeneity and
decrease variance mistakes within a group. This cluster
technique does not have a definitive procedure for
determining the number of clusters [14].

1) Sum of Square Error (SSE) to calculate the
distance between clusters. SSE can only be computed
when a cluster has several members.

SSE = Z; <Z; X2 - (Tllz:l:lxi]-f) 3)

Where "X;" is a member of each cluster, "p" is the
number of clusters counted and "n" is the number of
objects in a cluster.

D. Silhouette Coefficient

The silhouette coefficient is calculated using the
average intra-cluster distance “a” and the nearest mean-
cluster distance “b” for each data point [15]. The silhouette
score description:

e If the silhouette value is close to 1, the cluster
distribution is said to be good.

e Ifthe silhouette value is close to 0, some cluster
members are wrong in the cluster placement.

e If the silhouette value is close to -1, the cluster
members are in the wrong cluster placement.

III. METHODOLOGY

The focus of this research was limited to align with its
objectives, thereby restricting its scope. The focus of this
research will be on exploring donor segmentation strategies
utilizing the RFM and Agglomerative Ward's methods.

The collected data consists of transactions conducted
directly between January 2019 and January 2022. There are
277,442 rows and ten columns in the datasets utilized.

Google Colaboratory is used to develop lines of code
for the experiment. Google created Colab to execute the
Python programming language. Python version 3.7.15 is
the programming language used.

A. Design System

Data Otutier Data Nomal

Clustering Data Clustering Data
Outier Normal

Fig. 2. Design system

The system created for segmentation uses RFM and
Ward's Method.

B. Data Preparation

In the data preparation stage, checks data types, cleans
data from missing values, checks data duplication,
normalizes, and performs feature engineering. The purpose
of'this process is to improve the performance and efficiency
of the model.

C. Modeling

At this stage, the donors are segmented through a
process in which the cleaned and organized dataset is
transformed using the RFM (Recency, Frequency,
Monetary) technique prior to the clustering phase.

1) RFM Method

At this point, each donor has a unique identifier to
distinguish them from other donors. Thus, the following
attributes are recruited:

e Donor_id
e Date
e  Donation_amount



In order to calculate the Recency value, it is
necessary to merge the date of the donor's most recent
transaction with the date of the most recent data update.
The data shows that the donor's last transaction took
place on January 17, 2022. Therefore, the end date is
January 18, 2022, one day after the final day of the
dataset. By using the Recency algorithm, the donor's ID
is used to obtain the results for each individual donor.

To calculate the value of F (Frequency), the sum of
the number of occurrences of each "Donor id" in the
transaction dataset is used. The resulting value
represents the Frequency for each donor.

To determine the value of M (Monetary), the total
"Donation amount" for each donor is calculated using
their donor id and the monetary formula. The monetary
worth of each donation is derived from the
computation.

2) RFM Correlation

To determine which features are correlated or
interrelated, the author utilized Spearman and Pearson
correlation methods.

3) RFM Data Selection

This selection is necessary in order to keep the
dataset from being too large, enabling the clustering
processing to be carried out. Given that HAC has high
time and memory complexity levels, data reduction is
required. Based on the descriptive analysis of the data,
donors with high Recency values and low-Frequency
Monetary values have not conducted transactions
recently and can thus be eliminated

4) Handling Outlier

Ward's Method has a limitation when performing
clustering if the data distribution is not normal, which
can impact the model negatively and cause suboptimal
results. Typically, dealing with outliers can be done by
removing the outliers or through further analysis.
Outliers in the analyzed dataset refer to donors with
high Frequency and Monetary values, which can be
considered as "loyal" donors. Therefore, a new dataset
will be created to separate these outlier data from the
normally distributed data.

5) Dataset

Furthermore, the dataset containing outliers will
be referred to as "HighRFM" and the dataset containing
normal distributions will be referred to as "MinRFM”.

6) Modeling

In the following steps, the datasets containing
outliers and normal distribution data will be subjected
to the clustering process. This process will be carried
out through iteration to determine the optimal number
of clusters and yield the best evaluation results. This
study utilizes the Sklearn library for clustering, with the
following parameters:

e n_clusters, determining the number of clusters
to be formed.

e linkage, specifying the Agglomerative
algorithm to be used, in this case, Ward's
method

e Affinity, using Euclidean to measure the
distance between each point

e Compute_distance, for visualization of the
dendrogram.

D. Evaluation

The evaluation was performed by calculating the
silhouette score on the dataset. This research conducted the
evaluation to determine if the machine learning model
attains the research objectives and serves as a measurable
benchmark for the machine learning results..

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. RFM Dataset
RFM data consist of 10070 lines and four attributes.
Table 1 RFM Dataset

Dataset Number of Number of
se Attributes Instances
RFM 4 10070

The dataset will be processed using Ward's Method to
cluster the data.

B. RFM Correlation
Table 2 RFM Correlation

Correlation | Attribute Recency | Frequency | Monetary
Recency 1 -0.072 -0.04
Pearson Frequency -0.072 1 0.6
Monetary -0.04 0.6 1
Recency 1 -0.26 -0,16
Spearman Frequency -0,26 1 0.55
Monetary -0.16 0.55 1

The table indicates that the correlation between
Frequency and Monetary is positive, while the correlation
between Recency and the other variables is negative.

C. Handling Outlier

10070 data are utilized following data reduction.
Performing an outlier test will make isolating the dataset
simpler. Outlier measurements can be seen in figure 3.

Frequency Manetary
Atribute

Fig. 3. Monetary Outlier

Based on the outlier test value on the dataset with
Monetary dataset attributes, it is divided into 2 data with
details in table 3.



Table 3 RFM Selection Data

Dataset Number of Number of
Attributes Instance
HighRFM 4 991
MinRFM 4 9079
Total 10070

Each dataset will undergo modeling using Ward's
Method and evaluations will be conducted on each dataset

D. The Descrip

tive Analysis

1) “HighRFM” Analysis

The descriptive analysis carried out includes the
average, minimum, and maximum values, which can be
seen in the table below.

Table 4 “HighRFM” descriptive

Index Recency Frequency Monetary
Mean 123.856 58.009 52352320.345
Minimum 0 1 12125000.00
Maksimum | 689 3990 2613667000.00

2) “MinRFM” Analysis

The descriptive analysis carried out includes the
average, minimum, and maximum values, which can be
seen in the table below.

Table 5 “MinRFM” descriptive

Index Recency | Frequency Monetary
Mean 95.022 8.021 3342231.14
Minimum 0 1 28000.00
Maksimum 696 149 12100000.00

E. Clustering Result and Evaluation Score

The advantage

of Hierarchical

Agglomerative

Clustering is that we do not need to declare how many
clusters we want to create. Thus, the author performs
iterations for cluster division and will choose the best
cluster evaluation results

1) “HighRFM” Dataset
Table 6 HighRFM cluster result

Dataset Cluster Silhouette Score
2 0.936
3 0.588
4 0.591
“HighRFM” 5 0.591
6 0.605
7 0.609
8 0.572

The above dataset shows the cluster division and its
evaluation values. Based on the table, the 2-cluster division
has the best silhouette score. Therefore, the author will use
this result for further analysis.

2) “MinRFM” Dataset
Table 7 MinRFM cluster result

Dataset Cluster Silhouette Score
2 0.316
3 0.345
4 0.319
“MinRFM” 5 0.328
6 0.297
7 0.250
8 0.265

The above dataset shows the cluster division and its
evaluation values. Based on the table, the 3-cluster division
has the best silhouette score. Therefore, the author will use
this result for further analysis.

F. Cluster Analysis

This analysis is conducted to determine the number of
members in each cluster and to analyze each cluster. The
analysis is related to the attributes of the cluster.

1) “HighRFM” Dataset

Based on the evaluation results, the best cluster
division for the "HighRFM" dataset is 2 clusters. The
following is the breakdown of the member division.

Table 7 Member of Group — “HighRFM”

Dataset Cluster Group Member
. 1 989
HighREM 2 ) )

The author conducted a descriptive analysis on the

"HighRFM" cluster and obtained the following results:

e The average Recency value is 123.486 for
cluster 1 and 307 for cluster 2.

e The average Frequency value is 53.58 for
cluster 1 and 2248 for cluster 2.

e The average Monetary value is 48,329,164.67
for cluster 1 and 2,041,802,800 for cluster 2.

2) “MinRFM” Dataset

Based on the evaluation results, the best cluster
division for the "MinRFM" dataset is 3 clusters. The
following is the breakdown of the member division.

Table 8 Member of Group — “MinRFM”

Dataset Cluster Group Member
1 3649
MinRFM 3 2 5024
3 406




The author conducted a descriptive analysis on the
"HighRFM" cluster and obtained the following results:

e The average Recency value for Cluster 1 is
76.404, for Cluster 2 it is 77.875, and for
Cluster 3 it is 474.549.

e The average Frequency value for Cluster 1 is
12.541, for Cluster 2 it is 4.128, and for
Cluster 3 it is 15.586.

e The average Monetary value for Cluster 1 is
5,323,888.42, for Cluster 2 it is 1,834,111.88,
and for Cluster 3 it is 4,193,767 .43.

V. CONCLUSIONS

The Ward's Method has limitations, one of which
is not suitable for non-normal distributed data. Therefore,
the author segmented the data so that the loyal donor data
can be analyzed further. Based on the descriptive analysis
of Monetary values, the dataset containing outlier data has
higher results than the dataset containing normally
distributed data. The drawback of the outlier dataset is the
high average Recency value, indicating donors who have
been making transactions for a long time.

In the clustering process with the same iteration
and cluster division in both datasets, the dataset containing
the outliers received an average score of 0.641 and the
dataset containing the normally distributed data received a
score 0of 0.303. This result indicates that the data containing
outliers has a high variance among its groups. In the outlier
dataset, group two has the highest average “Frequency” and
“Monetary” result from group one and other groups from
the other dataset.

The author concludes that this ' research
successfully replaces the RFM scoring process or the
conventional process. The conventional process has
limitations in providing weights to each of its variables.
With the clustering process, the author was able to group
donors with the Ward's Method. By minimizing the
variance in group members, it makes the group have a high
homogeneity among its members and a high' variance
among groups.
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