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ABSTRACT

One of the issues in government policy is a policy of stabilization of food prices. The characteristics of food products namely,
fluctuating prices and production that is seasonal. Various regulatory appears that its essence is to keep the price increase can
be controlled and stabilized and had minimal impact against inflation. A frequently encountered problem is related to the trend
of the prices of foodstuffs and information about predictions of future food prices are very minimal, not using the information
technology in the processing of the data. Food is one of the basic human needs that can’t be delayed, substituted with other
ingredients. Food is also a basic component for realizing quality human resources and as a key pillar of national development
that plays a role in maintaining economic, social and political stability. The problem that often faced is related to the availability
of food, the distribution of poor rice, food price trend and the information available today is very minimal, not yet using
information technology equipment in data processing. In this research will be developed forecasting model that suitable or
suitable for food price, that is by statistic forecasting method, such as trend analysis, decomposition, exponential smoothing,
moving average and ARIMA and artificial intelligence forecasting model that is by Artificial Neural Network method. The
results obtained for forecasting food prices using the Artificial Neural Network model are the most suitable models, since they
have the smallest MSE values compared to other MSE models. The average MSE of the best model is 10816,767 for the in-
sample model. While the forecasting results using the best model, obtained MSE value of 2422987.2 for out-sample model.
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INTRODUCTION

One of the issues in government policy is a policy of stabilization of food prices. The characteristics of food products namely,
fluctuating prices and production that is seasonal. Various regulatory appears that its essence is to keep the price increase can be
controlled and stabilized and had minimal impact against inflation. A frequently encountered problem is related to the trend of
the prices of foodstuffs and information about predictions of future food prices are very minimal, not using the information
technology in the processing of the data. In addition to predict or forecast a situation in the future is very difficult because the
uncertainty factor is very big influence. However, there must still be an accurate method or method for prediction or forecasting
by relying on sufficient data for future decision-making and planning. One of the most developed forecasting methods today 18
the ime method. Singgih Santoso said (2009), describing time series data is data displayed based on time, such as monthly
data, daily data, weekly data, annual data or other time types. The characteristic of time series data is the existence of a specified
time range rather than data at a given time. Time series analysis and forecasting are active areas of research. That is, until now
still continued research on accuracy in the process of forecasting time series associated with the decision-making process. Some
researches do research in time series using statistical methods, neural network (neural network), wavelet, and fuzzy system.
Forecasting models based on statistical mathematical models such as moving average, exponential smoothing, regression
(parametric and not parametric), and most frequently used are ARIMA (Box Jenkins). Forecasting model based on artificial
intelligence such as neural network, genetic algorithm, simulated annealing, genetic programming, classification and hybrid.
These methods have different flaws and advantages. Moreover, the problems in the real world are often complex problems and
one model may not be able to cope with them well (DT Wiyanti and R Pulungan, 2012). For that has been done research to
compare the accuracy of forecasting results with statistical methods and artificial neural network method. Among these are Z.
Tang, et al (1991), performing time-series forecast analyzes using Neural Networks vs. Box-Jenkins. RM Atok and Suhartono
(2000) compared Neural Networks, ARIMA Box-Jenkins and Exponential Smoothing Methods for time series forecasting.
Furthermore, Suhartono et al. (2005) also conducted a comparative study (comparative study) on time series forecasting models
with seasonal trends and patterns to find out if more complex models always yield better forecasts than statistical models. In the
comparative study, the methods compared were Winter's, Decomposition, Time Series Regression, ARIMA and Neural Network.
The result is concluded that complex models do not always produce beiter forecasts than simple statistical models. The data used
in the study are international airplane passenger data from January 1949 to December. Ariyo Adebiyi, et al (2014), conducted a
study to compare ARIMA and Artificial Neural Network models in predicting stock prices. Selection of these methods depends
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on various aspects that affect the aspects of time, data patterns, system model types observed, the level of forecast accuracy or
desired forecast and so forth. That's why a problem arises if the observation or testing is done on a dynamic system that has a
data pattern system with a formulation that is always changing or in other words a system that has a high difficulty level to make
a model formulation at a certain time. In addition, to apply the statistical method, the data must meet certain assumptions
according to the data pattem. By using technology in the field of Artificial neural network technology (Neural Network) hence
identification of data pattern system be done by approach method of learning or training that is to determine the weight of link
between optimum node. The main advantage of artificial neural networks is the ability of parallel computing by leamning from
the patterns taught. Based on their ability to learn, artificial neural networks can be trained to study and analyze patterns of past
data and try to find a formula or function that will connect the pattern of past data with the desired output at this time or in the
future. Based on that, in this study the authors are interested to conduct a comparative study, comparing whether a simple
statistical forecasting model such as trend analysis, decomposition, and exponential smoothing and ARIMA can generate more
accurate forecasts than complex models such as artificial neural networks. to predict or forecast the average food prices (people)
in 2017. From the results of these comparisons will be selected the best forecasting models for the average food prices and this
can be used as a reference for making policies corresponding food prices in the city of west java. The data used in this research is
the average data of food price other than rice in weekly period in place from January 2014 until December 2016 (there are 53
data for each variable).

RESEARCH METHODOLOGY

Data collection method used in this study is non-participant observer, where researchers only observe the data that is available
without participating to be part of a data system. The data needed is the average data of food prices in addition to rice taken from
7 market locations in the city of Place in the weekly period. Based on existing data, forecasting will be done with simple
statistical methods such as trend analysis, exponential smoothing, decomposition and ARIMA as well as complex methods of
ANN (Artificial Neural Network). Existing data is divided into two parts, namely the model period (in-sample) of 53 data and
the prediction period (out-sample) of 20 data. Figure 1 shows the time series plots for each variable.
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Figure 1. Time Variable Plot of Variables

Model formation is performed using data contained in the model period. Having obtained the best model of each method then do
the forecasting with the model. To know the performance of each forecasting method, the comparison of forecasting results both
in the data modeling period (In Sample), as well as testing period (out sample) by using the value of MSE (Mean Squared Error).
The MSE value of the method used is compared to obtain a method that gives a smaller error rate than other methods. MSE
values from methods used in comparison to get the method gives a smaller error rates compared to other methods. The
framework of the above Thoughts are presented in the form of Figure 2 below:

Time Series Data

Statistics Model ] I Neural Network Model

| Goodness Ft of Each Model |

[ Forecasting with Fit Modd ]

[ Forecasting with Fit Model |
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Figure 2

Based on the framework of thought in Figure 2, in the general outline of this study is to prepare time series data, analyze existing
time series data using statistical methods and neural network backpropagation, determine the appropriate model for each variable
and test the suitability of each model, forecasting by using a suitable model, performing a comparison of the accuracy of
forecasting results with each model. For data processing and data analysis with statistical method will be used tools in the form
of expert model existing in software or software statistics IBM SPSS version 21.0. As for artificial neural network method using
software or software Zaitun Time Series version (.2.1 which is a special sofiware developed for time series analysis.

RESULTS AND DISCUSSION
Result of Analysis and Data Modeling with Statistical Method
The following will explain the results of data analysis and data modeling for statistical forecasting method using Expert Model
on IBM Software SPSS version 21.0

Table 1. Description of the Best Model for Each Variable

Model Description

Model Type

Model ID Rice Model_1 Simple

Sugar Model_2 Simple

Cooking Oil Model_3 Simple

Wheat Flavour Model_4 Simple

Beef Model_5 ARIMA(D,0,1)

Chicken Model_6 | simple

Eggs Model_7 | ARIMALD,1,2)

Com Model_8 Simple

Soy Modal_9 ARIMA(D.0,1)

Based on table 1, out of 9 variables analyzed there are 6 variables (X1, X2, X3, X4, X6 and X8) have the best model form of
simple exponential smoothing da tone 3 variables (X5, X7 and X9) have the best model form ARTMA.

Table 2. Parameters for the Exponential Smoothing Model

Exponential Smoothing Model Parameters

Model Estimate SE t Sig.
Rice-Model 1 No Trans formation Alpha (Level) 1.000 107 9.346 000
Sugar-Model 2 No Trans formation Alpha (Level) 361 101 3.569 001
Cooking Oil-Model 3 No Trans formation Alpha (Level) 740 120 6.174 000
Wheat Flavour-Model 4 No Trans formation Alpha (Level) 870 120 7.237 000
Chicken-Model_6 No Trans formation Alpha (Level) .649 127 5.103 .000
Com-Model 8 No Trans formation Alpha (Level) .670 108 6.195 .000
Table 3. Parameters for ARIMA Model
Exponential Smoothing Model Parameters

Model Estimate SE t Sig.
Rice -Model 1 No Transformation Alpha (Level) 1.000 107 9.346 000
Sugar r-Model 2 No Transformation Alpha (Level) 361 101 3.569 001

0il Model 3 No Transformation  Alpha (Level) 740 120 6.174 000
Butter -Model 4 No Transformation Alpha (Level) -870 120 7.237 -000
Chicken -Model_6 No Transformation ~ Alpha (Level) 649 127 5.103 000
Corn -Model 8 No Transformation Alpha (Level) -670 108 6.195 :000

The data contained in tables 2 and 3 show the magnitude of the parameters of each best model and the standard error. Diagnostic
tests were performed using t-statistics. Based on tables 2 and 3, the t-statistic score is compared with the t table value at 95%
confidence level regardless of the sign. The value of t table at 95% confidence degree is 1,960. Therefore, all parameter values
are statistically significant and can be used in forecasting models.




Table 4. Model Conformity Test (Goodness of Fit Model)

Model Statistics
ModelFit statistics Ljung-Box 0(18)
Numberof | Stationary R- Normalized Number of
Model Predictors squared | Resquared | RMSE | MAPE | MAE | MaxAPE | NadE BIC Stafistics | OF Sig. Outliers
RLECA
Rice-Madel_1 0 -1.196e-006 126 | 157407 BN BERAT | 11835 | G287 10193 5813 17 494 0
Sugar-ode| 2 0 2 G651 1601065 | 960 | 115482 | 36T | 427180 10215 | 13483 L K] 0
Cooking Oi-Model_3 0 053 B3] 202996 | 996 | 120841 | 5508 | 664860 1070|127 L 0
Wiheat Flavour-Model_4 0 019 J81 | 199861 | 1203 | 99870 | 8428 | 632070 1022 1652 17 567 0
BesfModel 5 0 536 5361 1519.110 B40 | B2T2E3 | 510 | 9057044 14802 | 138965 17 670 0
Chitken-Model_6 0 045 AD2 | 1679348 | 3202 | 1180876 | 12042 | 4335063 14804 | 17108 17 W 0
Eqs-tlodel_T 0 A BS0 | ABLHAT | LTIT | 304797 | 10016 | 1602518 12302 | 8636 17 951 0
CorrtMoclel_8 0 0 ST | 32683 | 2663 | 213631 | 21832 | 1528267 10749 | 6887 17 985 0
Cassava-Modsl_9 0 286 Q86 | 136546 | 3381 | 104990 | 14082 | 401476 9983 | 10714 17 i 0
Based on the results of conformity test model as in table 4, it can be concluded that the forecasting model for each variable is
appropriate and good because the values of the standard size of the model such as MSE, MAPE, MAE is quite small. Therefore,
the model obtained can be used for data forecasting the next period, which is 52 weeks to come. The results of data forecasting
week 54 to week 73, can be seen in table 5 below:
Table 5. Forecasting Results with the Best Statistics Model
Forecasting week-
Wbl 54 55 56 57 55 £l 2] &l 3 B4 &5 BE &7 ] 0 L T T3
Forecast | B3429 | 55429 | BR429 | S429 | EM29 | 429 | G520 | SB20 | G20 | 55420 | BR429 | B5429 | SS429 | 429 | SMI0 | 520 | 5329 | BM20 | B9 | &420
M:E-‘ ucL 1587 | GREA6 | 03000 | 4746 [ OM02 | 95166 | Q6TEE | 0TI | O7A05 | GBM15 | 08005 | 90371 [ OOB18 | 005 | 100652 | 101064 | 101453 [ 101330 ) 102197 | 102555
B LCL S5ITO | &30 | BROST | AN | 81365 | 50601 | BOOT1 | TOMO4 | TEGS2 | TEMAD | TTOS2 | TR486 | TMOA9 | TeE09 | Te195 | TETA3 | TH05 | TSORT | Tde0 | M2
Forecast | 116107 [ 118107 | 18107 | ME10T | 16107 | 16107 | 116107 | 16107 [ 116107 [ 116107 | 116107 [ 16107 | 116107 [ 18107 | 116107 | 16107 [ 16107 [ 116107 | 116107 [ 116107
L:g:F UL VOE01 [ 119504 | 119605 [ 1ESTE | 120040 | 120214 | 120373 | 120527 [ 120675 [ 120810 | 120058 [ 121004 | 121226 | 121354 | 121480 | 121603 [ 121723 [ 121840 | 121955 | 122088
B LCL V214 [ 11211 ) 12520 [ 112338 | M2166 | M2001 | 111842 ) 111688 [ 111540 [ 111396 | 111257 [ 111121 | 110989 | 110861 | 110735 | 110612 [ 110492 | 110375 | 110260 | 110147
Cooking | Forecast [ 135370 [ 135570 | 13537.0 | 135370 [ 135370 | 135370 | 135370 [ 135570 | 135370 | 135370 | 135370 | 135370 | 13557.0 | 135370 | 135370 | 135370 | 135370 [ 135570 | 135370 | 135370
Gil- uoL 13063 [ 40437 | 1266 [ 141990 | 2645 | 3205 | 43802 | 144304 | 104818 | 145287 | 145735 | WME165 | MESTT | WETE | 47361 | MTTI4 [ 1BO00E | 148448 | 145701 | 140125
bdel 3 [ 131206 [ 130302 | 12047 4 [ 128748 | 128004 | 127404 | 126937 | 126415 [ 125021 [ 125452 | 1250004 | 124575 | 124162 | 123764 | 123370 | 123006 [ 120643 | 122201 | 121949 [ 121614
Whezt | Forecast | B1335 | B1335 [ 81335 | 81335 | 81335 | 81335 | 851335 [ 81335 | 81335 | S1335 | 81335 | 81335 | 81335 | 51335 | 81335 | 81335 | 81335 | 31335 | 81335 | S35
Rawowr- | UG A543 | BSSRA | BS42D | AT13A | ETITS | BA354 | BBSR0 | AU O | 20850 | 00305 | 00720 | 91136 | 91526 | 91901 | CREd4 | 9615 | 0X055 | 0XMA | 03608 | WP
hodel_4 LeL 78127 TIOEZ | TE24T | TE531 | 4804 | T31S5 | TITAO | TIE | TEEIO | TR3ES | IGO0 | TIS34 | T4 | TOTESE | 405 | TOOS4 | BOTI4 | BOGE3 | BOOG1 | BAT4E
Best Forecast | 950210 | OF000.1 | OTO00.1 [ OFOSA | GTOG0 | OTOSO1 | GT0901 | T091 | ATOAT | OT09A | 970001 [ 70901 | OTOM0.1 | OTOM01 | G090 | G001 | GRO9Aq | aTgad | o709 [ 970991
Mxlei-ﬁ UL COCEE0 | 1012372 (102372 | 1012372 1012372 | 102372 [ 1012372 1012372 [ 1012372 | 101237 2 [ 101237 2| 101237 2 | 1012372 | 1012372 | 1012372 [ 1012372 (1012372 1012372 101 2372 101237 2
B LCL 30040 | 929510 | 429610 | 929510 | S29510 | S9610 | QX610 | 929610 | 920610 | 929610 [ 929510 | 929510 | 29510 | W2O610 | 9610 | 929610 | SE9E10 | 920610 | 929610 | 9296510
o Forecast | M0S05 | 0508 | MO0S05 [ 40505 | 0508 | 0505 | M0505 | 340505 | 3405005 | 340508 | 3405005 [ 0505 | M0508 | M0505 | 0505 | M0505 | HO5LE | 340508 | 3405005 | 340505
M::ré ucL ATE00 | 3TEEAN | 33525 | 3H190 | FR435 | 36361 | 400025 | 403452 | 405755 | 409675 [ 412860 | MSTRT | 418458 | 421155 | 423736 | 426240 | 425673 | 431040 | 433347 | 435598
B LCL 0BT | 02727 | 27492 | 202527 | 258580 | ZGAS | 250980 | 2TTSAS [ 274261 | 271142 | 268157 | 25200 | 52529 | 25G562 | 25TZRN | 2MTVT | 25234 | 24977 | 247670 | 248419
Forecast | 200415 | 203132 | 03132 [ 203132 | 203132 | 205132 | 20132 | 203132 | 203132 | 205132 | 203132 [ 203132 | 203132 | 03132 | 206132 | 203132 | 203132 | 205132 | 203132 | 203132
I\;[:::? ucL 210353 [ 215772 | 221115 | 22501 | 228640 | 231668 | 403 | 236010 | 230050 [ 240457 | 243535 | M5512 | MM00 | 20211 | 250054 | PRRERS [ DSAD61 | 25SB3T | 25TI6T | 258855
B LCL A0MTT [ 190491 | 185148 [ 181063 | 1TTERA | 174506 | 1TI860 | 160345 [ 167005 [ 164807 | 162728 [ 160752 | 158853 | 157052 | 155310 | 153620 [ 152003 [ 15M2T | 143807 | 147409
Forecast | 85961 | 85061 | 85061 | SR0G0 | SR061 | SG061 | SE06 | B6051 | 88061 | 85061 | 85061 | 6060 | SR061 | 86061 | 56061 | BE061 | 28061 | 86061 | BeM6d | &60A1
Lﬁd?s UL 353 | 95230 | 06436 | OMOT | OB4E1 | 99350 | 100178 | 100960 | 101699 | 1024003 | 103076 | 103722 [ 104344 | 104344 | 105526 | 106089 | 106636 [ 107169 | 107688 | 108194
- LCL 0085 | TEER3 | TTMAT [ TedRS | THIGM | 4572 | TIM4D | THGD | THR3 | TSRO0 | TOSAT | TO200 | 62578 | 68078 | G837 | 67833 | 67286 [ GETS3 | GERI4 | 65TRE
Forecast | 31905 | 31169 | 31169 | 31169 | 31160 [ 31169 | 31169 | 31169 | 31160 | 31169 | 31169 | 31169 | 31160 [ 31169 | 31169 | 31169 [ 3169 | 31168 | 31169 | 31160
Ch':f:\: ucL MBEE | MME | MG | M34E | MG | M35 | 34ME | 3435 | 34ME | MME | MG | HME | M35 | M35 | M6 | 34345 | MME | 3435 | 3435 | HME
B LCL M3 | W | WD | 902 | FT902 | 292 | 2702 | AT | 27O | WTOAR | WD | A2 | GTA02 | 27992 | 27092 | 27042 | ATA% | aTAR | 2TME | AR
Foreach model forecas & startafierthe st f d d.and end lasst wauss of al he pedcos ddateof b d e et period.

Result

of Analysis and Data Modeling with Artificial Neural Network Method, The following will explain the results of data analysis

and data modeling for the method of neural network forecasting  version 0.1.2

Table 6. Artificial Neural Network Model with Sigmoid Bipolar Activation Function for each Variable
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Network Architecture
Variable Xl X2 X3 X4 X5 X6 X7 X8 X9
L i 12 12 12 12 12 12 12 12 12
Neurons
Hidden Eves 12 12 12 I 12 12 12 12 12
Neumns
Qymtifays 1 1 1 1 1 1 1 1 1
Neurmns
Activation | Bipolar Sizmoid | Bipokar Sigmoid | Bipolar Sigmeid | Bipolar Sigmoid | Bipokr Sigmoid | Bipolar Sigmaid | Bipolar Sigmoid | Bipolar Sigmoid | Bipolar Sigmoid
Function Function Function Func tion Function Function Function Function Func tion Function
Back Propagation Learning
Leaming Rate 0.05 0.05 0.05 005 0.05 0.05 0.05 0.05 0.05
Momentum 0.5 0.5 0.5 05 05 05 0.5 0.5
Criteria
Error 0090131 0.001476 0.10727 0.032478 0.070523 0,017 003196 0127651 0.000019
MSE 1142.767849 15.507689 STR2.6T8117 | 605364121 4SRSL731 | 212039581 | W7985K935 | 5466876572 0.093859
MAE 23 854303 2127774 52067825 17370974 285 34208 26, 040395 73107961 11948319 0.155316

Based on table 6 above, of the 9 variables analyzed by artificial neural network using Bipolar Sigmoid activation function, there
is only 1 variable that is X2 whose MSE value is small (15,51), while 8 other variables have big MSE value MSE = 100). This
shows the model is less suitable. For that will be tried with other artificial neural network architecture that is with Hyperbolic
Tangent activation function. The results of data analysis with the new architecture can be seen in table 7 below.

Table 7. Artificial Neural Network Model with Hyperbolic Typical Activation Function for each Variable
Network Architecture

Variable X1 X2 X X4 X5 X6 X7 X8 X9
oL L 12 12 12 2 12 1z 12 12 12
Neurons
HikEnEaves 12 12 12 2 12 12 12 12 12
Neumns
OuipilBarer 1 1 1 1 1 1 1 1 1
Neumns

Activation Hyperbolic Hyperbalic Hyperbolic Hyperbolic Hyperbalic Hyperbolic Hyperhaolic Hyperbolic Hyperholic
Function Tangent Function | Tangent Function | Tangent Function | Tangent Function | Tangent Function | Tangent Funetion | Tangent Funetion | Tangent Function | Tangent Function

Back Propagation Learning
Leaming Rate 0.05 0.05 005 0.05 0.05 0.05 0.05 0.05 0.05
M omentum 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Criteria
Error 0.028 563 0.000007 0.148719 0.000817 (0144624 0.000032 0.008372 0.095835 0.00001 5
MSE 2 764942 0081349 8935835308 13890066 85172.10265 2391119 2049.1837 4006223546 0.064746
MAE 12434188 0.14361 5 65.807776 2.509535 198. 579776 2.568358 3254767 418216 0.170536

Based on table 7 above, from 9 variables analyzed by artificial neural network method using Hyperbolic Tangent activation
function, there are 4 variables that MSE is small (MSE < 100), that is variable X2, X4, X6, and X9, while 5 variables others, X1,
X3, X5, X7 and X8 have large MSE values (MSE> 100). This shows that the model is suitable for 4 variables and less suitable
for the other 5 variables. Therefore it is necessary to try again for other artificial neural network architecture. The results of data
forecasting week 54 to week 73, can be seen in the table 8 and 9 below:

Table 8. Results of Forecasting with Sigmoid Bipolar Neural Network Method

Forecasting week- JST Bipolar Sigmoid

Model 54 55 56 51 58 ki o0 il 5] 63 ) [3] (3 67 68 ] T il T2 ]
Rie-Model | BRELT | BRROS | BROLO | BBRO.4 | BRBRT | BASTO | BR3R3 [ BRSOT [ BASOM | BESSE | BRS40 | BESAD [ BESZY | 88400 | BR4B2 | BRSO3 | BSSLE | BRSLY | BASLG | 88514
Sumr-Model 2| 114031 | 114039 | 114804 | 114844 | 114906 | 115480 | 114899 | LI3TLG | 113463 | 113605 | 13844 | 14104 | 114220 | 113955 | 113619 | 113485 | 11350.7 | 113595 | 11370.0 | 113738
Cooking Ol

:ﬂj \I B2 | BELG | 1676 | 135312 ) 135320 | 135706 [ 135207 | 135289 | 134082 | 135003 [ 13505.4 [ 135276 | 135570 | 135426 [ 135469 [ 135172 [ 135236 | 135134 | 135144 | 135204

odel 3

\\-}ra«] Fb\ﬂm‘ PH 2 TRl M7 a7 b 2 2 b 2
Madel 4 B96.5 | BM9S | B2672 | R332 | R232 | B3I32 | R2620 [ BE33 [ B2T20 | R2E3T | B32LE | R0 [ BI03 | R2253 | R2247 | BZ2LE | 2376 | BM06 | R2507 | $2634

Beef-Model 5 [ 951662 [ 950768 | 909498 | 946883 | WTT60 | 949019 | H430.5 | 94985,

GRG0 | SRRAG | 94R26.3 [ G060 [ 947013 | S66L1 | 946746 | 94714.0 | W62 | 947067 | S6IRA | 946641

Chicken-Model 6 | 371913 | 382731 | 340899 | 33224.4 | 332019 | 343395 | 34064.0 [ 335706 | 355086 | 351327 | 340816 | 3526 | 400794 | 382560 | 337092 | 362327 | 381151 [ 399386 | BT

[

M2

Tehr-Model 7 | 198566 | 196835 [ 195377 [ 191399 | 192725 [ 199772 | 196040 | 194821 | 19339.9 | 187666 | 18464.4 [ 183868 | 182641 | 180205 | 176449 | 1722 | 163819 | 163%40 | 16510.9 | 168267

Can-Model § 8754 | TIET | TATRT | T916 | 87447 | RTSLD | BTIRD [ TRORO [ T063T | WETS | 87590 | BTN2 [ ANAR | WROT | NHAT | TOORE | 87340 | RO | RTRT | TE0T0

Cassava-Model 9 | 33936 | 34355 | 3411 | 33884 | 5281 [ 3357 | 3008 | 30866 | 33639 | 34505 | 34344 | B30G | 50597 | 3047 | 3406 | 33700 | 503 | 3475 | 4313 | 3440




Table 9. Results of Forecasting with Hyperbolic Tangent Neural Network Method

Forecas ting week- JST Hyperbolic Tange nt

Model 54 5 56 5 5 59 1] 61 62 [ | 6 [ | & ] 0 | 1 7 kil
Rie-Model || 81932 | 88952 | 88952 | 88952 | 8905 | 88656 | 88617 | 88608 | 88594 | 88591 | A8580 | S8SHA | BASRE | AOSHB | AASHA | BASRE | MASR | AESRS | RASR | #SHR
Sur-Model 2 | 14027 | 119428 | 116763 | 116279 | 115839 | 115984 | 116062 | 115046 | 1508 | 116262 | 116733 | 115973 | 115540 | 115757 [ 115605 | 11530.6| 116186 | 116381 | 116429 | 115169
Cooking 0l
‘:adj ! 135480 | 135000 | 135083 | 135815 | 135706 | 135872 | 135498 | 135302 | 135120 | 1353900 | 135375 | 135563 [ 13599 | 135519 | 135626 | 135323 | 135362 | 135847 | 135482 | 135504

J
Wheat Flavour-

Voddl 4 81499 | 80432 | 83072 | 83077 | SIG0 | M6 | 82096 | R2853 | M66.0 | BITS3 | R206H | 83238 | 80693 | BITLI | 8203 | 80547 | 81279 | 81254 | 19S5 | 81957
BoefModel § | 951304 | 949163 | 949740 | 044120 | 8425 | 47763 947614 | 951177 | %6984 | 9936.1 | S4669.1 [ 945111 | 946349 | %4270 | 946283 | 9459092 | 45607 | 946895 | M43 | M550.8
Chicken-Model 6 | 343910 | 35550.6 | 331695 | 331787 | 32709 | 352020 | 330044 | 38273 | 31679 | 385933 | 343079 | 402156 | 39806.2 | 401809 | 366540 | 377315 | 380665 | 393659 | 375301 | 8296
Tehr-Model 7 | 199179 | 197470 | 190675 | 18666.0 | 186850 | 187892 | 191220 | (96537 | 19994 | 193966 | 186203 | 182363 | 19003 | 171036 | 164518 | 16396.0| 165090 | 166235 | 16875.6 | 171204
ComModel § | 85351 | 80717 | 80717 | 83565 | %976 | #7005 | 86789 | 79926 | W93.8 | 69155 | TS | 87438 | 86160 | 87053 | 83363 | 85287 | 86162 | 8660 | 86450 | 85218
CassavaModel 9 | 378 | 2086 [ 992 | 20432 | 31450 | SLI | 34500 | BMT | W36 | 2577 | 048 | 31428 | 34579 | 34582 | 3RS [ 2921 | WAL | 31068 | 32003 | M6

COMPARISON OF THE RESULTS
After getting the most suitable model for each variable using the method of statistical or neural networks, then the next will be
made based on the results of the comparison of the accuracy of his model values of MSE, i.e., the middle value (mean squared
error squared error) I{y the following formula.

MSE = 1 De

n ;.

Comparison of Analysis and Data Modeling Results with Statistical Methods and Arti

comparison results for each model can be seen in table 10 below:

TR § §
ficial Neural Network Methods. The

Table 10. Results of Forecasting with Hyperbolic Tangent Neural Network Method

MSE FOR FIT MODEL
NO. VARIABLE EXPONENTIAL | MOVING BEST MODEL
TREND DEKOMPOSISI ARIMA JST
SMOOTHING |AVERAGE
1 X1 27095.31855 | 25050.38885 20664.20017 |15528.21| 25266.101 | 302.76494 J5T hyperbolic tangent
B X2 22079.18417 | 20246.49176 | 22040.07636 |25060.02| 27260.037 0.081349 JST hyperbolictangent
3 X3 41786.70405 | 38864.44024 | 42667.73325 |37565.03| 43625240 |5782.6781 JST bipolar sigmoid
4 X4 46884.96519 | 44074.66051 27670.89151 | 22183.87| 26410579 | 13.890066 JST hyperbolictangent
5 X5 3848620.437 | 3620942.152 2934537.19 | 3828231 | 2307696.530 | 85172.103 J5T hyperbolictangent
6 X6 2434674.802 | 2243158.965 2466683.699 | 2876351 | 2339783.745 | 23.91119 JST hyperbolictangent
B X7 980145.0403 | 908196.1272 238561.9276 |215146.7| 203985.388 | 2049.1837 J5T hyperbolictangent
8 X8 106627.8357 | 98580.45189 | 97178.70703 | 80832.33| 115666.433 | 4006.2235 J5T hyperbolic tangent
9 X9 23448.83817 | 21679.11454 | 22537.89991 |19657.86| 18644766 0.064746 JST hyperbolictangent
Mean 836818.125 780088.088 652504.7027 | 791172.9| 567593.202 | 10816.767 | IST hyperbolictangent

Based on the MSE value of the model suitable for each variable, it can be concluded that forecasting model with artificial neural
network method using hyperbolic tangent activation function, is the best model because of 9 variables analyzed, 8 variables have
MSE value for neural network model hyperbolic tangent and | variable has the smallest MSE value for the sigmoid bipolar
artificial neural model. Forecasting results using the best model can be seen in table 11 below:
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Table 11. Forecasting Results with Best Forecasting Model

Week- | Periode | Xitrue | Xifore | error | X2true | X2fore | eror | X3true | X3fore | error | X4true | X4fore | eror | XStrue | X5fore | error

54 2/1/2015 | 7900.0 | BEO32 993.2 | 12071.4 [ 114927 | 5787 | 126429 [ 135221 | 879.3 | B142.9 | R149.0 7.0 96000.0 | 951394 | 860.6

55 9/1/2015 | 7900.0 | BEO52 9952 | 122143 [ 115428 | 6715 | 120714 | 13431.6 | 1360.1 | 7500.0 | B043.2 543.2 | 95285.7 [ 940163 | 369.4

56 16/01/15 | 7900.0 | BEO5.2 9952 | 122143 [ 116763 | 5380 | 12000.0 | 13467.6 | 1467.6 | 7500.0 | 8307.2 B807.2 | 96428.6 | 949740 | 1454.6

57 23/01/15 | 79714 | BR952 9237 | 12214.3 [ 116279 | 5863 | 120000 [ 13531.2 | 1531.2 | 7500.0 | 8307.7 B07.7 | 95714.3 | 44120 | 1302.3

58 30/01f15 | 80857 | BRO2S BOG.E | 12357.1 | 11583.9 | 7733 | 120714 | 13532.0 | 14605 | 7500.0 | B162.0 662.0 | 97285.7 | 948425 | 2443.2

59 6/2/2015 | B085.7 | BEG6S.G 779.9 |12357.1 | 115984 | 7588 | 122143 | 13571.6 | 1357.3 | 75714 | B433.6 | 8622 [ 98714.3 | 947763 | 3938.0

60 13/02/15 | B014.3 | BR61.T B47.4 | 12357.1 [ 116062 | 750.9 | 12214.3 [ 13520.7 | 13064 | 7571.4 | B219.6 648.1 | 98714.3 [ 947614 | 3952.9

61 20/02/15 | 80143 | BEGO.8 8465 | 12357.1 | 11504.6 | 8525 | 12571.4 [ 135280 | 957.4 7571.4 | 82853 713.8 | 98714.3 [ 95117.7 | 3596.6

62 27/02/15 | B014.3 | BR594 8452 | 12000.0 [ 115429 | 4571 | 12642.9 | 134982 | 855.4 7571.4 | B466.0 894.6 | 98571.4 | 940984 | 3873.0

63 6/3/2015 | BOB5.7 | BRE59.1 7734 122857 | 116262 | 6595 |[12571.4 | 135003 | 92B.9 | 7571.4 | BI753 603.9 | 985714 [ 94936.1 | 3635.3

64 13/03/15 | 8300.0 | BESRO 5589 |12285.7 | 116733 | 6124 | 125714 | 135054 | 934.0 | 7642.9 | 82768 634.0 | 97857.1 | 94669.1 | 3188.0

65 20/03/15 | 8300.0 | BESEE 5588 |12142.9 | 115973 | 5456 | 127143 | 135276 | 813.3 | 77857 | H3238 538.1 | 98285.7 | 94511.1 | 3774.6

66 27/03/15 | B3714 | BESER 487.3 | 121429 | 11554.0 | 5889 | 12714.3 [ 135570 | B42.8B 7785.7 | BO69.3 283.6 | 98285.7 [ 946349 | 3650.8

67 3/4/2015 | 8257.1 | BESEE 6016 |12071.4 | 115757 4957 | 131429 | 135426 | 399.7 7642.9 | B172.1 529.2 | 98285.7 [ 944270 | 3857.8

68 10/4/2015 | B185.7 | BESER 673.1 [12071.4 | 11560.5 [ 5109 | 131429 | 135469 | 404.0 7928.6 | 8230.3 301.7 | 98285.7 [ 940283 | 3657.4

5] 17/04f15 | B1B5.7 | BESEE 673.1 |12000.0) 115396 | 4604 | 12857.1| 135172 | 660.0 | BOV1.4 | BOS4.T 167 | 9B285.7 [ 945992 | 3686.5

70 24/04/15 | 81143 | BESER 7445 |12071.4 | 116186 | 4529 | 12857.1 | 135236 | G66.4 | 82143 | BI27.9 864 | 98285.7 | 94560.7 | 3735.0

71 1/5/2015 | 81857 | HESEE 6731 [12071.4 | 11638.1 | 4333 | 12857.1 | 135134 | @56.2 | 82143 | 81254 889 | 98285.7 | 946895 | 35096.2

72 8/5/2015 | B185.7 | BESER 673.1 (120714 | 116429 | 4285 | 120286 | 135144 | 5859 | B357.1 | 7O00.5 447.6 | 96B57.1 | 944043 | 2362.9

73 15/05/15 | 7900.0 | BESEE 958.8 | 122143 [ 115169 | 6974 | 128571 [ 135294 | 6723 | 8357.1 | B193.7 163.5 | 96857.1 [ 94550.8 | 2306.4

Mean B097.9 | BBGE.3 7704 | 121786 | 115859 | 592.6 | 12582.1 | 13519.1 | 936.9 7800.0 | B20L.7 | 482.0 | 97678.6 | 947170 | 2961.6

Table 12. Error Calculation Results with Best Forecasting Model

Week- Periode | X6true | X6fore error X7 true | X7 fore error XBtrue | XBfore error X9 true | X9 fore error
54 2/1/2015 | 371429 | 34391.0 | 2751.9 | 20285.7 | 19917.9 367.8 9428.6 #535.1 893.5 3428.6 3217.8 210.8
55 9/1/2015 | 36714.3 | 35550.6 | 1163.7 | 18857.1 | 19747.0 889.9 8000.0 8071.7 71.7 2857.1 2848.6 8.6
56 16/01/15 | 375714 | 331695 | 4401.9 | 194286 | 19067.5 361.0 8000.0 8071.7 71.7 2857.1 2879.2 22.1
57 23/01/15 | 35000.0 | 33178.7 | 1821.3 19428.6 | 1R666.0 762.6 F428.6 H356.5 927.9 2857.1 2043.2 86.1
58 30/01/15 | 36000.0 | 33271.9 | 2728.1 20071.4 | 18685.0 [ 1386.4 7428.6 BO9T.0 1265.0 2857.1 3145.0 287.8
59 6/2/2015 | 3p428.6 | 35212.0 | 1216.5 20285.7 | 18789.2 | 1496.5 7285.7 B700.5 1414.8 3000.0 3451.1 451.1
60 13/02/15 | 35857.1 | 33904.4 | 1952.7 | 205714 | 19122.0 | 1449.4 7857.1 B678.9 821.7 3000.0 3459.0 459.0
61 20/02/15 | 36000.0 | 382273 | 2227.3 | 200714 | 19653.7 417.8 7857.1 7992.6 135.5 3142.9 33447 201.8
62 27/02/15 | 34571.4 | 341679 403.5 19428.6 | 19949.4 520.8 8000.0 T093.8 906.2 3142.9 2836.1 306.8
63 6/3/2015 | 34714.3 | 38393.3 | 3679.0 18285.7 | 19396.6 | 1110.8 2000.0 6915.5 1084.5 31429 2R857.7 285.1
64 13/03/15 | 35428.6 | 34307.9 | 1120.7 18000.0 | 18620.3 620.3 8142.9 7397.9 745.0 31429 3014.8 128.0
65 20/03/15 | 35857.1 | 40215.6 | 4358.5 16000.0 | 18236.3 | 2236.3 8142.9 B743.8 601.0 3285.7 3142.8 142.9
66 27/03/15 | 351429 | 39806.2 | 4663.4 | 159286 | 17900.3 | 1971.8 8142.9 #616.0 473.2 3285.7 3457.9 172.2
67 3/4/2015 | 335714 | 401809 | 6609.5 | 16285.7 | 17103.6 817.9 8000.0 #7053 705.3 3285.7 3458.2 172.4
68 10/4/2015 | 33857.1 | 36654.0 | 2796.8 | 16285.7 | 16451.8 166.1 8571.4 #356.3 215.1 3142.9 3408.5 265.6
=] 17/04/15 | 33857.1 | 37731.5 | 3874.4 16642.9 | 16396.0 246.8 8571.4 R528.7 42.8 31429 2842.1 300.8
70 24/04/15 | 34285.7 | 38066.5 | 3780.8 16714.3 | 16509.0 205.3 8571.4 Bol6.2 44.7 31429 2837.1 305.8
71 1/5/2015 | 34428.6 | 39365.9 | 4937.3 17071.4 | 16623.5 447.9 8571.4 B696.0 124.6 31429 3106.8 36.1
72 8/5/2015 | 345714 | 37530.1 | 2958.7 [16857.1 | 16875.6 | 185 8571.4 | 8645.0 | 735 | 31429 | 32003 [ 575
73 15/05/15 | 35000.0 | 408296 | 5829.6 | 17214.3 | 17120.4 93.9 9285.7 #521.8 763.9 3357.1 3452.6 95.4

Mean 35300.0 | 36707.7 | 3163.8 | 18185.7 | 18241.6 779.4 8192.9 8297.0 569.3 3117.9 3145.2 195.8

If the average value for the forecast result is compared with the average value of the actual data, then the results obtained as an
error calculation in the table 13 below:

Table 13. The results of the Calculation Error with the best forecasting Model

Mean of
No. Variable
X-True X-Fore Error (ei) ein2
! X1 8097.9 8868.3 7704 593577.6
2 X2 12178.6 | 115859 5926 3512137
3 X3 12582.1 | 13519.1 936.9 8778557
4 X4 7800.0 8201.7 482.0 2322081
5 X5 97678.6 94717.0 2961.6 2770904.7
6 X6 35300.0 36707.7 3163.8 10009586.2
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7 X7 18185.7 | 182416 7794 6074487

8 X8 8192.9 8297.0 569.3 3240848

9 X9 3117.9 31452 199.8 309157
MSE 2422987.2

Based on the results in table 13, it can be concluded that the value of MSE for the best forecasting model is still very large. This
suggests that further analysis is needed to obtain a better forecasting model, which can reduce the value of MSE forecasting
models. Large MSE values are likely to be caused by fluctuating, erratic data, so that data patterns are difficult to learn and hard
to predict well. Therefore, new methods of forecasting are developed, which are collaboration (hybrid) of statistical methods and
artificial neural networks that can minimize the value of MSE and get a more accurate model.

CONCLUSIONS AND RECOMMENDATIONS

Based on data analysis and data modeling using statistic method, it can be concluded that the best model is Simple Exponential
Smoothing model (there are 5 variables) and ARIMA model (there are 3 variables). For forecasting model with artificial neural
network, the best model is using hyperbolic tangent activation function (there are 8 variables) while 1 variable has the best model
with bipolar sigmoid activation function. Overall, when comparing MSE values for each of the best models, the smallest MSE
value is the neural network forecasting model using the hyperbolic tangent activation function (8 variables) and the artificial
neural network forecasting model using the sigmoid bipolar activation function (1 variable). The average MSE of the best model
is 10816,767 for the in-sample model. While the forecasting results using the best model, obtained MSE value of 2422987.2 for
out-sample model. Based on these results it is necessary to conduct further research to analyze data using other forecasting
methods, one of which is possible with the collaboration (hybrid) between statistical methods and neural networks to get smaller
MSE results and forecasting model becomes more accurate.
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