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Abstract - Forecasting is a method to predict the future using data and the last information as a tool assist planning to be effective
and efficient. Research aim to compare forecasting model for double exponential smoothing method and artificial using secondary
data price of sugar in weekly by calculating the average price of sugar in seven traditional markets in Depok 2014 to 2016. The
program statistics used zaitun time series. The result is using double exponential smoothing Brown Method the value a=0.6 Best
model for artificial neural network using 12-8-1. The value of MSE produced by double exponential smoothing method of Brown is
403282 while the Artificial of Neural Network method 15341.2 The value of MAPE using double exponential smoothing method
1.12 while Artificial Neural Network is 0.74. The Conclusion that Artificial Neural Network method is more appropriate the

predict forecasting average price of sugar in Depok.
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L INTRODUCTION

Forecasting is an attempt to predict the future based on
scientific method (science and technology) systematical.
So it can determine when an event occurs can be the right
decision. Forecasting is necessary if there is a long time
and the future condition or events are influenced by
controlled factors [1]. Some researchs are researched time
series forecasting using statistical methods neural
network, wavelet and fuzzy system. Forecasting models
based on statistical mathematical models such as moving
average, exponential smoothing, regression (parametric
and non parametric). The most frequently is ARIMA (Box
Jenkins). Forecasting models based on artificial intelligent
neural network, genetic algorithms, simulated annealing,
genetic programming classification and hybrid. These
methods have distinct disadvantages and advantages. The
problem in the real are often complex problems one
problem may not be able to solve it well [2] for that has
been done to compare the accuracy of forecasting results
which influence the selection of for casting models are the
identification and understanding of historical data horizon
of time [7].

A good forecasting method 1s a method that produces
accurately, timely, understandable, so the forecast
produces a better prediction, not a forecasting method
with advanced methodology [8]. Research using last data
indicating a trend pattern and non stationary, would be
appropriate when using the method of double exponential
smoothing method is to use relatively little data, fewer
parameters are used double exponential smoothing
consists of two methods namely holt and Brown method.
Both of these can be used on trend patterned data the
difference in smoothing parameters used calculation
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equation of two parameters (Smoothing and trend) Brown
forecasting using exponential smoothing.

Hot method is obtained more precisely than Brown,
because the value of MSE produced smaller [10] than
Brown. Artificial Neural Network method is based on
Artificial intelligence, the advantages of Artificial Neural
Networks that can be need to solve the of forecasting in a
long period of time and high degree of accuracy [11].
Artificial neural network provide better result when
compared with conventional methods in monthly
forecasts as well as in certain quarter of time [12]. In
predicting demand for healthy drink with Neural Network
method is more precise than time series method, because
it produces smaller MSE [13].

Based on this, research will be compared of double
forecasting model exponential smoothing and artificial
neural network forecasting. The data is used in this
research is the average data of sugar price in weekly
period in Depok from January 2014 to December 2016
(156 data).

II. RESEARCH METHOD

Data collection methods is used in this study in non
participant observer, researchers only observe data that is
available without participating into part of data system.
The data needed is the average data of price of sugar is
taken from 7 markets in Depok in weekly period. Based
on the available data, the forecasting will be done by
double exponential smoothing method and ANN
(Artificial Neural Network) The existing data is divided
into two parts are the model period (in-sample) of 156
data, in the period (out sample) of 52 data in 2017.
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Model formation is done using the data in the model
period after having the best result the method, then do
each. Forecasting with the model to determine the
performance of forecasting. It is made the comparison of
the result of the data in period of forming the model (in
sample) in testing period (out sample) by using MSE

(Mean Square Error) the value of MSE and MAPE (Mean
Absolut Percentage Error) the value of MSE and MAPE
from the method is used to be compared to get smaller
error than other method. Frame work above is presented
in figure 1 below

| TimeSeriesDaa |

| Forecasting with Fit Model |

| Comparethe Resukt |

Figurel. Forecasting model

Based on the framework in figure |, general outline of
this study is to prepare time series data, analyzing data
using double exponential smoothing method and artificial
neural network to determine the suitable model for
existing data and test each model by looking at the value
of MSE and MAPE, then do the forecasting by using
suitable model. For data processing and data analysis use
Zaitun time series Software version 0.21 which is a
special software which developed for time series analysis.

A. Double Exponential Smoothing (Brown) Method

This method is commonly used for data containing
linear trend. This method 1s often called also a one
parameter linear method from Brown. The similar is used
in this method are:

Sn” =aSn’ + (1-a) Sn-17 (1)

B. Double Exponential Smoothing (Holt) Method
This method is in principal similar to Brown's method
only, in Holt Method to smooth the trend value using
different parameters from the original series.The predict
of the exponential smoothing (between 0 and 1). The

following three equations:

Sa=aYa+ (1-0)(Sn1 + Taa1) (2)
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Tn=T(Sn_Sn—I]+ (I'Y)Tn-l (3)
Yorm=Sa+ Tom (4)
C. Artificial Neural Network Method

Artificial Neural Network is process of information
system has characteristics similar to biological nerves.
The artificial neural network is formed as a generalization
of the mathematical model of biological neural network,
assuming that information processing in many simple
elements (neurons):

a.  The signals are sent between the neurons through
the connectors.

b. The connection between neurons have contain
(weight) that will strength then or weaken the signal.

c. To determine the output, each neuron uses an
activation function (usually not a linear function) the sum
of inputs received the member of outputs are compared to
the quantity.

Threshold of the artificial neural network (threshold)
determined by three things:

a. Pattern relationship between neurons
(architecture network)

b. Method for determining linking weight (training
method / Learning algorithm).

c. The activation function the artificial neural
network model is used as in figure 2.
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Figure2. Artificial Neural Network Model

In figure 2, X to X,, is the 1* to m. In the hidden layer
or synaptic weights, there are 5 hidden units. W1 to Wm
where as in (output neuron), there is Y. The modeling
procedure with ANN (Artificial Neural Network)
generally consists of four steps are data preparation,
selections and testing. Back propagation Neural Networks
of supervised learning algorithms is commonly used by
perception with multiple layer two convert neuron related
weight to hidden layers [14, 15].

On network algorithms back propagation artificial
neural is used binary sigmoid activation function of
binary between up to 1, but the sigmoid function never
reaches 0 or 1. The binary sigmoid activation 1is
formulated in (5) below: [16-18]

1
f(xX)=——F% (5)
l+e

In the feed forward, network (advanced) training is
done in order calculate the weight so that at the end of the
training will be obtained good weights training process,
weight are arrange iteratively to minimize errors. The
error is calculated based on the squared error (MSE) the
average squared error is also used as the basis for
calculating the work of the activation function (MSE) is
calculated using equation (6) :.

n
S

MSE ==t
n

(6)

With:
eiz = the difference between the target value with the

value of the output prediction
n= trainings data.
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13.3

*= Experiment and Data Set

The data of this research are primary data of sugar
price/kg in seven traditional markets in Depok 1*' week of
2014 until last week of December 2016 (156 data) as
training data (in-sample),data of the first week of January
2017 to December 2017 (52 data) data forecasting (out-
sample). The data is processed with Zaitun Time Series
version 0.2.1 to obtain the form of forecasting model and
double exponential smoothing and artificial neural
network which is suitable to predict the average price of
sugar in Depok 2017.

III. RESULTS AND ANALYSIS

In this research comparasion forecasting with Double
Exponential Smoothing And Artificial Neural Networkto
predict price of sugar with visualization Data Plot cycle
the average of sugar price, Result of Data Analysis,
Forecasting Model with the best Double Exponential
Smoothing Brown and Holt Method, Forecasting Model
With Neural Network Method With the Following
Summary of Neural Network Model Result of Various
forms of Network Architecture, Comparison Double
Exponential Smoothing Holt Method and Artificial
Neural Network Method, and Forecasting Result With
The Best Forecasting Model.

A. Data Plot Cycle the Average of Sugar Price
To know visually the pattern of the average sugar

price data 2014-2016, can be seen from the time series
plot in figure 3 below:
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Figure3. View Plot cascading time of sugar price

From the figure 3 the data fluctuate and not stationary.

B. Result of Data Analyvsis

With double exponential smoothing brown method,
brown double exponential smoothing method uses only
one parameter o and MSE on Double Exponential
Smoothing Brown method based on computer calculation
simulation to get the most suitable model.

g Oomstie €5 Bromm Grd Seaech

CONDO RN

Based on figure 4, it can be calculated that the
simulation result determines the best smallest MSE value
is o =0,6 that the result of parameter a is summed that
the value of o and y the parameter can be value of image
comparison of figure 4
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—
Figured. Comparison of parameter a.

134

C. Data Analysis with Double Exponential Smoothing
Holt Method

Double method exponential smoothing Holt uses the
double exponential smoothing. This method passes the
original values and trend using different parameters.
Forecasting uses value and sugar value, comparison
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parameters o and y (with value 0 and 1). There are
comparison parameters o, ¥ and MSE on Double

Exponential Smoothing Holt Method based on computer
calculation simulation to get the most suitable mode.

s Double ES Holt Grid Search P
Double Exponential Smoothing (Holt) Grid Search
Search Parameter
Start parameter at: Increment by Stop parameter at:
sicha 0100 34 0100 154 0500 &4 g : -
; : 10
gamma 0100 |34 0100 |34 0500 |34 L
Best Result
Noha Gamma MAE MSE MPE
» 1
2 10.500 |0.200 13546786 | 40654 59001 |0.07143 11
3 0.500 |0.400 | 13845750 | 4127317229 |0.05212 112
4 0.900 0.100 131.95814 4162170238 006386 10
5 0800 0.500 14221106 42563 97214 0.05179 115
. 10500 |0.500 | 14122024 | 42701 98633 |0.04279 |11
7 10.700 10400 | 145 55983 | 4354950171 |007418 118
8 10.700 0.500 14557153 | 4371155691 0.06349 11
. 0800 10600 | 14448302 43862 40648 1004234 {11
10 0.700 0.600 146 98700 44453 79864 0.05395 11
<
Select This Cancel

Figure5. Companson of Parameter Value o and y.

Based on figure 5. it can be conclude that the

simulation result gives the best parameter value for
Double Exponential Smoothing Holt method is =0,9 and

v=0.3 with the smallest MSE value that is 137,47.

~ After knowing the value of parameter value that is will
be made forecasting model based on result of parameter.

The following summarize the results of the forecasting
model of ethics with the most Double Exponential

D, Forecasting Model with the best Double
Exponential Smoothing Brown and Holt Method
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FORECAST MODELLING WITH DOUBLE EXPONENTIAL SMOOTHING

Vesedie - X1 [Ave rage of Suger Price )
Incu de g Opservation : 156
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Figureb. Forecasting Model Double Exponential Smoothing the best parameter value

Based on figure 6, it can be concluded that the form of
suitable forecasting model to predict the average price of
sugar is double Exponential smoothing Brown forecasting
has a smaller MSE value than the Double Exponential
Smoothing Holt model which amounted to 40328,19 and
MAPE of 1.12.

E. Forecasting Model with Neural Network Method
with the Following Summary of Neural Network Model
Result of Various forms of Network Architecture.

FORECAST MODELLING WITH NEURAL NETWORK
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Figure7. Forecast modeling with Neural Network of Varous forms of Network Architecture

Based on figure 7, it can be concluded that the most
suitable and good forecasting model is the artificial neural
network model with 12-8-1 architecture, the number of 12
layer of 12 neurons, the hidden layer of 8 neurons and the
output layer of 1 neuron. The activation function used is
Bipolar Sigmoid, learning rate of 0.05 and momentum of
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0.5. Calculation of the weight is done as much as 10000
iterations. MSE obtained from the forecasting model is
15341.16 and MAPE is 0.74. The result is quite well and
can be used to predict to value of variable X1 is the
average price of sugar in Depok 2017.
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F. Comparison Double Exponential Smoothing Holt
Method and Artificial Neural Network Method

A comparison between the Brown method and
artificial neural network method is used to find the best
method. Comparison of method based on MSE and
MAPE wvalue with actual values generated by both
methods.

The Value of MSE produced by Brown method is
151376.63, while the artificial neural network method is
14010.27, so it can be concluded that the smallest MSE
value obtained artificial neural network method.

Average absolute percentage error (MAPE) of 1.12, in
the double exponential smoothing model. While the

average presentation of absolute error model of artificial
neural network is 0.74. Based on MSE value and the
absolute percentage of error rate (MAPE) it can conclude
that the artificial neural network method is better than
double exponential smoothing Brown method.

G. Forecasting Result with the Best Forecasting
Model

Based on the best forecasting model the artificial
neural network will calculated the prediction value or
average forecasting of the average model of sugar in
Depok 2017

FORECAST VALUE WITH THE BEST MODEL
NO. PERIODE FORECAST NO. PERIODE FORECAST
1 31/12/16 13835.1816 27 1/7/2017 12875.6891
2 7/1/2017 13892.0661 28 8/7/2017 13800.794
3 14/01/17 13824.7881 29 15/07/17 13904.8908
4 21/01/17 13730.2385 30 22/07/17 13804.313
5 28/01/17 13736.5343 31 29/07/17 13783.113
6 4/2/2017 13788.3352 32 5/8/2017 13858.1405
7 11/2/2017 13770.8767 33 12/8/2017 13752.4935
8 18/02/17 13515.7958 34 19/08/17 13765.4968
9 25/02/17 12703.1949 35 26/08/17 13790.0909
10 4/3/2017 12434.0852 36 2/9/2017 13824.6898
11 11/3/2017 12476.8349 37 9/9/2017 13706.2976
12 18/03/17 12477.1083 38 16/09/17 13041.3283
13 25/03/17 12257.9646 39 23/09/17 12459.051
14 1/4/2017 12169.2869 40 30/09/17 12438.9152
15 8/4/2017 12229.2788 41 7/10/2017 12486.0614
16 15/04/17 12392.8552 42 14/10/17 12325.0156
17 22/04/17 12421.0666 43 21/10/17 12193.414
18 29/04/17 12226.8954 a4 28/10/17 12158.6892
19 6/5/2017 11878.4108 45 4/11/2017 12331.1005
20 13/05/17 11667.7756 46 11/11/2017 12507.778
pal 20/05/17 11762.3693 47 18/11/17 124915514
2 27/05/17 11819.0741 48 25/11/17 12202.7538
3 3/6/2017 11844.188 49 2/12/2017 11879.698
24 10/6/2017 11812.4318 50 9/12/2017 11860.1915
25 17/06/17 11886.0306 51 16/12/17 11963.9837
26 24/06/17 12208.9163 52 23/12/17 12081.7241

Figure8. Using the best Model
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Based on the figure 8 above it can be calculated that
the average network price of sugar’kg in Depok 2017 the
layer is 12770.17 in Rupiah.

IV. CONCLUSION

Based on the result, can be conclude that the best
forecasting model to predict the average price of
sugarkg in Depok prediction is model for artificial neural
network forecasting with architectural 12-8-1 Bipolar
Sigmoid. The value of MSE obtained is 15341.16 and
MAPE is 0.74. With the best model it can be predicted the
average price of sugar’kg in Depok 2017 is 12770.17 in
Rupiah.
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